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Abstract

No Child Left Behind (NCLB), with its emphasis on standards-based accountability, has put educators under considerable pressure to improve student academic outcomes. Much of the funding for after-school programs comes from education budgets and is administered by state and local education agencies. Consequently, after-school programs are often expected to incorporate academic achievement as an important goal.

This focus on academic achievement is producing heated debates among after-school practitioners, policymakers, and researchers. Should after-school programs be required to have a positive impact on academic outcomes? Will such an expectation crowd out other important goals and turn after-school programs into an unappealing version of the school day?

This report focuses on the growing program-evaluation literature, observational studies, and commentaries and statements of program standards by practitioners and advocates in the context of this debate. I begin by showing that after-school programs can have positive academic effects, though many do not. To understand the ingredients of an effective program, I examine empirical reviews of program evaluations, observational studies, and practitioner writings. It is clear that to be effective, programs should actively involve participants, be intentional about their goals, and focus on the interactions between youth and staff. If positive academic outcomes are one of those goals, programs may need to include specific activities that are focused on academic achievement, but the approach should build on the opportunities presented by the out-of-school setting. The report concludes by identifying some promising approaches to program improvement and arguing that research on ways to intervene to improve program effectiveness is the highest priority.
The attached article by Robert Granger offers a much needed summary of the research on after-school programs. Federal funding for after-school programs has grown considerably in recent years in part because it was pointed out that youth are likely to get into trouble, including crime, between the hours of 3 and 11 pm—that is, after school. We often forget that after-school programs provide an important child care function. School-age and adolescent children should not be left unmonitored for the hours between schools’ closure for the day and when parents get home from work. I am a firm proponent of the Positive Youth Development (PYD) approach to both research and policy. We should strive to promote positive development rather than just prevent negative or risky behaviors, and after-school programs follow this approach. They appropriately seek to use young people’s time constructively. However, we should not minimize the importance of their role in helping to keep kids out of trouble; academic and other such gains are “icing on the cake” in my view.

Icing considerably improves the cake so that expecting gains from after-school programs is perfectly appropriate. The issue addressed so effectively in this article is that research has to begin by addressing the question: gains in what area? One of the aspects of this article that is most important is its willingness to consider a variety of different possible positive outcomes of after-school programs. A critical point for research is that the outcomes evaluated in research should map back onto the program’s characteristics. We do not fully understand how gains in one area may generalize to others. Art activities and sports could lead to general academic gains. Research on after-school programs provides a venue for examining such questions. However, it is more likely that we will see academic gains if the program has an academic component to its curriculum. Hence a first step in any research study is to spell out the program’s theory of change; why do they do what they do and what do they expect to result? Often even asking this question can lead to important program refinement.

Another important point made by this article is the tremendous demand for research, and research studies that allow one to address causality are sorely needed. As I have said, after-school programs did not arise because we knew how to use that time constructively. This accounts in part for the diversity we see across program characteristics. As a result, research must now address this issue by using this diversity to investigate relationships between curriculum or activities and outcomes. Additionally, as Granger points out, studies need also to ask which types of programs are more engaging to young people. Activities are not likely to lead to outcomes if the youth are not actively—and ideally we hope passionately—involved in the activity. This relates to implementation and dissemination which is addressed well in the commentary by Joseph Durlak. The need for staff training is another important point made by this paper, and again we need research that demonstrates what works.

Brooke and I hope that this summary of research by Robert Granger will contribute to setting a research agenda in this field, and thereby contribute to future policy and program development.
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The standards movement in K–12 education became prominent in the 1990s, and standards-based accountability is codified in the requirements of the current version of the elementary and secondary education act No Child Left Behind (NCLB).

NCLB and the standards movement have put policymakers and practitioners under considerable pressure to improve student academic achievement. Increased federal and state funding for after-school programs has come through education funding streams, particularly since NCLB’s passage in 2002. For example, the 21st Century Community Learning Centers program, the main source of federal support dedicated to after-school, is now funded through NCLB. This has created a collateral push to emphasize academic outcomes in after-school programs.

The emphasis on academic performance has generated heated debates in the after-school field. One argument is that programs can and should have a positive impact on academic outcomes. Another is that a focus on academics will turn a rich field of youth services into a poorly implemented extension of the school day (Halpern, 2004).

The evolving rationale for the recent expansion of after-school programs in California is a good example of how this debate plays out politically. In 2001, Californians debated Proposition 49, a ballot initiative designed to provide an extraordinary expansion of state support for after-school programs. This ballot initiative proposed adding $450 million of state money to an existing state program that was funded at $100 million per year. Advocacy and voter education materials at the time presented a clear and consistent rationale for the program. Expansion was meant to keep children safe in the “prime-time for crime” hours of 3:00 to 6:00 p.m. and to enable parents to work (EdSource, 2002; California Secretary of State, 2002). The legislation received wide support and passed in 2002 as the After School Education and Safety Program Act, with a launch date tied to improvements in the state budget.

In 2006, an improved fiscal situation triggered the Act’s implementation, and the state created a planning process to shape the details of its after-school expansion. Given the climate surrounding NCLB, the most contentious debates involved the academic outcomes that would be set as targets for the expanded program (Ames, 2007).

Informing the larger national debate is a growing program evaluation literature on the effects of after-school programs. That literature is augmented by a number of observational studies using either structured observational protocols or less-structured qualitative methods. There are also numerous commentaries and statements of program standards by practitioners and advocates in the field about the features distinguishing effective from less-effective programs. The purpose of this report is to consider this work, focusing specifically on its implications for research, policy, and practice.

I argue the following:

- Well-done syntheses evaluating the effects of after-school programs show that some programs
have a positive impact on academic, social, and emotional outcomes;

• The same research shows that many programs do not improve the academic outcomes of the youth in the program beyond those of youth in a control group who had access to other services in the community;

• There is a consensus among practitioners regarding what effective program practices are, and observational research is beginning to refine that consensus; and,

• There is a great need for research-proven ways to intervene and improve program effectiveness. This situation creates fertile ground for improving the after-school field and our fundamental knowledge regarding how after-school programs shape youth development.

Do After-School Programs Positively Affect Academic Outcomes?

In the past decade there have been several narrative and empirical reviews of the effects of after-school programs (Bodilly & Beckett, 2005; Durlak & Weissberg, 2007; Fashola, 1998; Hollister, 2003; Lauer et al., 2006; Little & Harris, 2003; Zief & Lauver, 2006) and a “synthesis of the syntheses” is in progress (Cooper, Patall, Tyson, & Valentine, 2008, p. 3). Although the reviews vary in their conclusions regarding academics, the most reliable reviews show that on average programs have positive impacts on important academic, social, and emotional outcomes.

In coming to this conclusion, I am relying heavily on the results from the three recent empirical reviews that used the techniques of meta-analysis. This review approach employs quantitative techniques to statistically combine the results from multiple studies, and such systematic reviews of research are at the top of most hierarchies of evidence regarding the effects of social policies and programs (Flay et al., 2005). The high regard for the approach comes from its transparent, replicable methods for summarizing results (Cooper & Hedges, 1994; Glass, McGraw, & Smith, 1981; Hedges & Olkin, 1985).

This does not mean that meta-analysts always agree on what research shows. That is the situation with the after-school literature, in which two of the recent meta-analyses found positive effects on a range of outcomes (Lauer et al., 2006; Durlak & Weissberg, 2007) and one found no effects (Zief & Lauver, 2006). One goal of this report is to explore possible reasons for the different conclusions in a way that is informative for policymakers, practitioners, and researchers.

One reason conclusions vary is that the analysts were pursuing related but somewhat different questions. Zief and Lauver (2006) wanted to understand the effects of typical after-school programs that included academic and recreational activities. Lauer et al. (2006) wanted to understand the effects of out-of-school academic

Well-done syntheses evaluating the effects of after-school programs show that some programs have a positive impact on academic, social, and emotional outcomes.
programs for at-risk youth. Durlak and Weissberg (2007) wanted to understand the effects of after-school programs meant to improve personal or social skills. These different goals led the analysts to develop different criteria for the studies included in each review. In effect, each took a different slice of the out-of-school field. Table 1 provides details on the inclusion criteria used by each team.

Their mix of inclusion criteria led Zief and Lauver (2006) to review 5 studies, Lauer et al. (2006) to review 35 studies, and Durlak and Weissberg (2007) to base their main analyses on the effects from 66 studies. The three examinations had some overlap in the studies reviewed. All of the five studies reviewed by Zief and Lauver are in the Durlak and Weissberg review, as are four studies from the Lauer et al. review. There is no overlap in studies between Zief and Lauver and Lauer et al.

The Average of Effects

Zief and Lauver (2006) found that on average the studies in their review showed no significant effects on academic, social, or emotional outcomes. In contrast, Lauer et al. tested for positive effects in reading and mathematics achievement and found positive results for both. They found a positive effect size for reading of .13 and for mathematics of .17. Durlak and Weissberg (2007) found average positive effects for seven of the eight outcome categories they tested. These positive findings in effect size units were .16 for achievement tests, .11 for school grades, .19 for positive social behaviors, .18 for reduced problem behaviors, .11 for drug use, .14 for feelings the youth had about school, and .34 for positive youth views of themselves. The only outcome category tested in the Durlak and Weissberg review for which they did not find an average positive effect was school attendance, effect size .10 and not significant at the .05 level.

While these average effects are not large, they are consistent and positive. They also compare favorably to meta-analyses of other program interventions that may compete with after-school programs for funding, such as summer school, for which Cooper, Charlton, Valentine, Muhlenbruck, and Borman (2000) found a median effect size of .26, and mentoring programs, for which David DuBois (2002) found an average effect of .14 on academic test performance.

The Range of Effects

Lauer et al. (2006) and Durlak and Weissberg (2007) found consistently positive effects on average across the studies they reviewed. However, the majority of the studies in each review, in addition to the five studies in the Zief and Lauver (2006) review, did not find evidence that the program made a difference when compared to the outcomes for the control group.

The Lauer et al. (2006) review reports on 42 different estimates of effects on reading achievement and 33 estimates for mathematics achievement. Within reading, 11 of the estimates were positive, 3 were negative, and 28 were “null,” suggesting that the program did not
<table>
<thead>
<tr>
<th>Research Team</th>
<th>Number of studies in meta-analysis</th>
<th>Inclusion criteria</th>
<th>Main findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zief &amp; Lauver (2006)</td>
<td>5</td>
<td>After-school programs operating on a regular basis after school during the school year that combine recreation and/or youth development programming with academic services. Mentoring and tutoring programs excluded. Programs serving youth enrolled in public or private K–12 schools; not specifically youth with special needs. Well-implemented experimental designs.</td>
<td>No effects on average for social, behavioral, or academic outcomes. Of 97 impacts measured across the 5 studies, 84 percent show no significant difference between youth in program and control groups.</td>
</tr>
<tr>
<td>Lauer, Akiba, Wilkerson, Aphtor, Snow, &amp; Martin-Glenn (2006)</td>
<td>35</td>
<td>Educational intervention delivered outside the school day. Tutoring and summer school programs were included but not mentoring programs. K–12 students at risk for school failure. The definition of “at-risk” included behavioral indicators (low performance on standardized tests) and status indicators (low SES); not specifically youth with special needs. Experimental and quasi-experimental designs.</td>
<td>Small but statistically significant positive effects on both reading and mathematics; some program features predicted results for some outcomes (e.g., tutoring improved reading achievement). No difference for after-school vs. summer school. About one-third of all estimates were positive, most were null.</td>
</tr>
<tr>
<td>Durlak &amp; Weissberg (2007)</td>
<td>73 (most analyses based on 66 evaluations that measured effects immediately following the program)</td>
<td>Programs operating after school during the school year that had as one goal the development of personal or social skills. Excluded programs primarily focused on academics, including tutoring programs, and did not include mentoring programs or summer programs. Programs serving youth enrolled in public or private K–12 schools; not specifically youth with special needs. Experimental and quasi-experimental designs.</td>
<td>Usually small but statistically significant positive effects on seven of eight social, behavioral, and academic outcomes. No significant effect on school attendance. Programs that explicitly focused on specific skills, with a sequenced curriculum and students actively involved, were most successful.</td>
</tr>
</tbody>
</table>

*Note. From Zief & Lauver, 2006; Lauer et al., 2006; Durlak & Weissberg, 2007.*
make a difference. (A null finding indicates that the confidence interval for the estimated average effect included zero). For mathematics, Lauer et al. found 11 positive estimates, 1 negative, and 21 null findings. Thus, less than a third of the estimates were positive and the most frequent finding was that programs made no net impact.

Furthermore, finding effects for one outcome did not assure effects for the other. In the Lauer et al. (2006) review, 24 of the estimated effects were for both reading and mathematics, presumably because the program meant to improve outcomes in both areas (24/42 for reading and 24/33 for mathematics). Of these, 3 analyses showed positive effects on both outcomes and 11 found null effects for both. This implies that 3 programs were uniformly strong and 11 were relatively weak. But for 10 programs, the news was mixed. Four found a positive effect for mathematics and a null effect for reading and six found a positive effect for reading and a null effect for mathematics.

In the after-school field, it is tempting to characterize a program as being of high or of low quality... it is more appropriate to consider quality as something that varies within a program.

Durlak and Weissberg (2007) also found considerable variation in effects across studies. They created estimates of effects of all outcomes combined (a grand mean for each study) and also estimated effects for clusters of outcomes that go together conceptually (e.g., various measures of at-risk behavior). Their report has detailed tables for all outcomes combined and for each outcome category.

In contrast to Lauer et al. (2006), Durlak and Weissberg (2007) did not compute confidence intervals for their various effect sizes, so it is harder to separate the estimates into positive, negative, and null findings. As a proxy for those categories, I tallied the number of the estimated effect sizes that were greater than .10, less than -.10, or between .10 and -.10. Table 2 contains the pattern of effects Durlak and Weissberg found for their academic outcomes. Like Lauer et al., the average of effects across studies for academic outcomes is positive, but the modal result is the null finding. This means that the relatively fewer positive effects are large enough to outweigh the more frequent null and negative effects.

**Why Do Some Programs Create Effects While Others Do Not?**

All three of the teams of meta-analysts planned to look...
within their analyses to try to identify features of the programs or their circumstances that predicted successful impacts. Having found no effects on average for the five studies in their review, Zief and Lauver (2006) abandoned their search for such factors. However, the Lauer et al. (2006) and Durlak and Weissberg (2007) reviews had enough variation in impacts and large enough samples of studies to explore the predictors of variation. For example, did a program need to operate in a particular way to get positive effects? Did it need a particular content or curriculum?

Lauer et al. (2006) examined moderators\(^4\) that can be shaped by policy and practice (e.g., length of program). Their choices came from prior empirical findings but were not explicitly motivated by a theory regarding why each factor should predict the pattern of results.

Conducting analyses separately for reading and mathematics achievement, they examined the degree to which levels of the following features predicted their results: program time frame (e.g., school year vs. summer), grade level of participants, focus (academic vs. academic and social), duration of the program, grouping strategy (e.g., one-on-one or another strategy), and the assessed quality of the study (high, medium, or low). While grade level, focus, program duration, grouping structuring, and study quality were significant moderators, the pattern was not clear across outcomes. For example, one-on-one tutoring and a mixed-group strategy both predicted a positive effect for reading achievement. But for mathematics achievement, one-on-one tutoring was the one strategy that did not predict positive results. In sum, various features seemed to matter at different times, but the lack of a consistent pattern across outcomes suggests that something else is driving the results.

Durlak and Weissberg (2007) took a different approach

---

**Table 2**

Tally of program effects by academic outcome and effect size

<table>
<thead>
<tr>
<th>Outcome</th>
<th>&gt; .10</th>
<th>&lt; -.10</th>
<th>&lt; -.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>School bonding</td>
<td>11</td>
<td>13</td>
<td>7</td>
</tr>
<tr>
<td>(n=31)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Achievement tests</td>
<td>11</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>(n=22)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grades</td>
<td>9</td>
<td>15</td>
<td>2</td>
</tr>
<tr>
<td>(n=26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School attendance</td>
<td>9</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>(n=21)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note.* From Durlak and Weissberg, 2007. Estimates for the individual studies can be found in Appendix C of their article.
to their search for the factors that might predict variation in effects. Drawing on developmental theory regarding the importance of active youth involvement and prior empirical reviews showing that focused, skill-based programs are more likely to show effects (Lipsey, 1992), Durlak and Weissberg grouped their studies into two clusters for comparison. In one cluster, they placed programs focusing on specific social and personal skills that employed sequential learning activities to develop those skills and had youth actively involved. They referred to such programs as “evidence-based” given the Lipsey (1992) results and in a subsequent paper (Granger, Durlak, Yohalem, & Reisner, 2007) use the acronym SAFE (Sequenced, Active, Focused, and Explicit). In the other cluster were the studies of programs that did not have all these features.

Not all the individual evaluations of programs with the SAFE features showed positive effects, while some in the non-SAFE cluster did. However, when grouped together, on average, programs that had SAFE features showed positive effects for every outcome but school attendance, and the cluster of programs without these features showed no positive effects for any outcome. The results from the programs with SAFE features drive the overall positive picture for all programs in the Durlak and Weissberg review. Table 3 summarizes these findings.

The SAFE features offer one explanation for the difference between the findings by Zief and Lauver (2006) and Durlak and Weissberg (2007). Recall that the five studies reviewed by Zief and Lauver are in the Durlak

<table>
<thead>
<tr>
<th>Effects</th>
<th>Program overall</th>
<th>SAFE Cluster</th>
<th>Other Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>School performance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Achievement tests</td>
<td>√</td>
<td>√</td>
<td>...</td>
</tr>
<tr>
<td>School grades</td>
<td>√</td>
<td>√</td>
<td>...</td>
</tr>
<tr>
<td>School attendance</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td><strong>Social behavior</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social skills</td>
<td>√</td>
<td>√</td>
<td>...</td>
</tr>
<tr>
<td>Problem behaviors</td>
<td>√</td>
<td>√</td>
<td>...</td>
</tr>
<tr>
<td>Reduced drug use</td>
<td>√</td>
<td>√</td>
<td>...</td>
</tr>
<tr>
<td><strong>Attitudes and beliefs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bonding to school</td>
<td>√</td>
<td>√</td>
<td>...</td>
</tr>
<tr>
<td>Self-esteem</td>
<td>√</td>
<td>√</td>
<td>...</td>
</tr>
</tbody>
</table>


*A check indicates positive effects.

The number of evaluations used in each cell of this table was equal to the number of evaluations that measured each outcome. In no case was the number of evaluations for a particular outcome lower than 20. See Table 4 of the full report for the specific findings for these clusters and Table B1 in Appendix B of the full report for details on each of the reviewed programs.
and Weissberg review. None of the five met the SAFE criteria.

Durlak and Weissberg (2007) also present their effect size estimates for each cluster separately and the effect sizes for the SAFE cluster are impressive. For example, the average effect size was .31 for achievement tests and .24 for school grades in the SAFE cluster as compared to .03 for achievement tests and .05 for grades in the cluster of programs that did not meet the SAFE criteria. Another striking finding in the Durlak and Weissberg review is that positive effects tended to come in bundles. Recall that Lauer et al. found modest consistency in math and reading effects when they had data on both. In the Durlak and Weissberg review, on average, the individual evaluations in the SAFE group showed positive effects for 70 percent of the outcomes they assessed. In contrast, the studies in the other cluster revealed positive effects for only 25 percent of the outcomes (and no positive effects when the evaluations were grouped together and a grand mean was computed for the group).

Like Lauer et al. (2006), Durlak and Weissberg (2007) also examined other features that might predict the variation in effects. They tested the predictive power of the presence of an academic component in the program, active parent involvement, and the grade level of the participants. While the presence of the SAFE factors was a significant predictor for all outcome categories, of these other features, the only positive finding of note was that the presence of an academic component was a strong predictor of positive effects on achievement tests.

Taken together, the findings from these two reviews suggest that the SAFE features are a much better predictor of program effectiveness than other structural features discussed in the literature. One reason this is notable is that the findings from these reviews are stronger than one can produce from analyses in which program features are simply related to measures of youth performance (e.g., students with higher achievement are found in programs with certain characteristics). The strength of the meta-analytic findings is that they relate features to experimental or quasi-experimental estimates of net changes in performance.

Before discussing the implications of these findings for policy and practice, it is useful to ask if practitioners promulgating program standards and researchers using observational protocols agree that the SAFE features are found in effective programs.

The Relationship of the Meta-Analytic Findings to Observational Research and the Views of Practitioners

In 2003, the Forum for Youth Investment reviewed 13 statements of standards for program quality (Forum for Youth Investment, 2003). Most were developed by practitioner organizations or accrediting groups serving a specific subsection of the youth field (e.g., camps, school-age child care, youth leadership programs). Many of the standards included items addressing features that were found to be important in the Durlak and Weissberg (2007) review. That is, they tended to empha-
size the importance of explicit goals, a clear focus, and activities that actively involve youth in developmentally appropriate ways.

In 2007, the Forum extended this work by releasing a review of nine observational instruments designed to measure youth program quality (Yohalem & Wilson-Ahlstrom, 2007); see endnote for a list of these instruments. To complete the review, Yohalem and her colleagues examined published and unpublished information on the instruments, interviewed the developers and, in most cases, interviewed practitioners who had used each instrument.

Researchers and practitioners worked together to develop most of the instruments in the review. Many of the instruments have their roots in early childhood assessment, while others draw more heavily on the youth development and/or education literatures. All of the instruments rely on observing a program’s daily operations. They emphasize interactions among staff and youth, while also assessing social norms, physical and psychological safety, skill-building opportunities, and program routine or structure. The Yohalem and Wilson-Ahlstrom (2007) review labels these core concepts.

In general, there is congruence between what the instruments measure and Durlak and Weissberg’s (2007) active, focused, and explicit features. Whether they call for activities that are project-based and experiential, or that “involve youth in engaging with…materials or ideas or improving a skill through guided practice,” six of the nine instruments emphasize the potential importance of active learning techniques (QAS, 2004-2005; YPQA, 2005, p. 18). All but one addresses the focused feature, with items that call for “practice/a progression of skills,” or activities “designed to achieve program goals/objectives” (OST, 2005, p. 28; QAS, 2004-2005, p. 8). Six of the instruments underscore the importance of clear expected learning goals and content that is “well developed, detailed, and reflects…standards” (APT, 2005; QAS, 2004-2005, p. 24). In sum, the developers of the observational instruments agree that being explicit about program goals, implementing activities focused on those goals, and getting youth actively involved are practices of effective programs.

Agreement around Durlak and Weissberg’s (2007) sequenced feature is less clear. In the Durlak and Weissberg review, a program was coded as sequenced if it used a sequential set of activities to achieve its objectives for personal or social skill development. Such an approach was often achieved by using or adapting an established curriculum. While the program might achieve its ends by working with the children’s interests, the sequence of activities was largely adult-determined. In contrast, three of the observational instruments include items that emphasize allowing children to choose activities, rather than following a predetermined sequence. These items call for a flexible structure that is “adaptable and responsive to individual wants, needs, talents, moods” or one in which children “move smoothly from one activity to another” at their own pace (PQO, 2006, p. 2; POT, 2001, p. 16).

Although many of these tools are in an early stage of development, the review found that practitioners believe that the measures yield data that can inform program improvement efforts. Because many of the instruments are relatively new, documented information about their technical properties is limited. Most have some data showing that if two different observers watch the same program
Robert Granger has offered an excellent synopsis not only of the empirical literature on the impact of after-school programs, but also on the political landscape affecting current practices and the practical challenges that will confront change efforts. For example, on the positive side, recent reviews indicate that after-school programs can significantly improve academic, social, and emotional outcomes, and there is some consensus on several of the components that contribute to effective programs (e.g., explicit goals, a clear focus, and developmentally appropriate activities that truly engage youth). These findings reflect growing scientific support for the role of after-school programs in promoting positive youth development.

On the negative side, however, Granger correctly notes that program impact is strikingly uneven. Some programs are effective while many others are not. Moreover, he notes that efforts to improve current programs must surmount unfavorable working conditions such as a workforce that is predominantly “young, untrained, and prone to frequent turnover.” Granger stresses that the primary issue facing the after-school field is how to improve current programs.

I agree, and in this commentary want to alert readers to the extensive empirical literature on program diffusion that offers helpful guidelines about how to disseminate, implement, evaluate, and sustain innovations in real-world settings. Because more than 5,000 studies have been conducted on program diffusion, I can only hit the highlights here (see Berman & McLaughlin, 1976; Durlak & Dupre, 2008; Fixsen et al., 2005; Greenhalgh, et al., 2005; Rogers, 2003). Yes, we can change settings, but the process of doing so is fraught with potential problems and requires time, patience, necessary resources, and, most important, the willingness and ability to collaborate with front-line providers.

In brief, here are a few of the major themes from research on program diffusion that would apply to the situation in which a consultant or researcher is working to incorporate empirically supported programs or practices into an after-school program. Good intentions are not enough. Although money is an issue, the most important resources in an after-school setting are the people (staff and youth), and their talents and values should be
considered in the change process. If you want to influence real-world practices, you must make a concerted effort to inform and to collaborate with front-line providers and to support and to problem solve with them as new programs or practices are introduced into their setting. The eventual consumers of any after-school program, which means youth and their parents, should have some input. After-school staff must recognize a need for change, reach consensus in terms of their willingness to try something new, and contribute to how any innovations will be conducted. It is critical to find the right balance between fidelity to evidence-based programming and adaptation to fit local needs and values. Staff should have realistic expectations of a program’s intended benefits, and be shown how to monitor and interpret change appropriately as it occurs. They need hands-on training and on-going technical assistance that is best provided via personal contact to deal with the inevitable problems that arise whenever something new is tried. They will need more training and assistance as the innovation’s complexity and extensiveness increases. The wisdom and experience of front-line staff should be respected, and opportunities for them to assist each other should be maximized.

There are major risks in not applying useful object lessons from the diffusion literature. To the extent that these lessons are ignored, there will be diminishing returns on efforts to improve current programs. For example, there is the likelihood that fewer after-school programs will attempt to initiate any genuine change, fewer of those wishing to change will be able to implement new programming sufficiently to achieve their intended goals, and, in the long run, fewer effective innovations will be sustained after researchers or consultants leave the scene.
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practices, they will score the instrument similarly (this is known as interrater reliability). Only a few have data on the extent to which ratings done by the same observer on different days stay the same (test-retest reliability). All of the instruments contain items that practitioners judge as important to assessing program quality (face validity), and several measures have shown a relationship between their scores and youth outcomes (predictive validity). These relationships are encouraging, although no instrument has data showing that improved scores on what it measures translates into improved youth outcomes.

The observational research on practices occurring within after-school programs is a welcome addition to the studies assessing the net effects on youth outcomes reviewed in the meta-analyses. The standard practice within such program evaluations is to gather data at the participant level to estimate net program effects on youth outcomes. At times, researchers also gather data on program operations to assess the fidelity of implementation of a program model. When multiple studies are combined, that data on program design or operations can be useful. This is the approach Lauer et al. (2006) and Durlak and Weissberg (2007) used to predict variations in program effects. However, many of the features used in such analyses are only proxies for in-program youth experiences. For example, if focused programs tend to achieve positive results, what are the practices and experiences that mediate the effects on youth? The observational studies are starting to refine our understanding of such questions, in part by helping us understand how the interpersonal interactions occurring in programs may contribute to effects. It is beyond the scope of this report to review this work, but interested readers are referred to the “Program Quality Observation” instrument (Vandell & Pierce, 2006), the “Youth Program Quality Assessment” instrument (Smith, 2005), the previously mentioned review of the nine instruments (Yohalem & Wilson-Ahlstrom, 2007), and the recent ethnographies of youth programs by Reed Larson, Bart Hirsh, and their respective colleagues (Larson, 2006; Larson & Hansen, 2005; Larson, Hansen, & Moneta, 2006; Hirsch, 2005).

What Do We Know About Intervening to Improve the Effectiveness of After-School Programs?

Given the uneven program effectiveness documented in these empirical reviews, I and others have argued that learning how to intervene effectively to improve programs is now the primary issue facing the field (Granger, Durlak, Yohalem, & Reisner, 2007). The availability of after-school programs has grown to the point that using resources to improve programs is now ethical and feasible, and policymakers and practitioners are increasingly looking for ways to strengthen existing programs. Many states, cities, visible networks of programs, and individual organizations are engaged in quality improvement efforts, but we need evidence about the effectiveness of such efforts.

Improving program effectiveness presents some specific challenges. Most line-staff are part-time, hourly wages
are modest, and anecdotal information says that relatively few line-staff qualify for fringe benefits beyond those required by law. This means that improvement efforts need to anticipate a workforce that is predominantly young, untrained, and prone to frequent turnover.

Arguably, the best after-school programs capitalize on the advantages that after-school hours offer compared to the school day (Halpern, 2004). Consistent with the information emerging from practitioners and observational research, these advantages include a greater opportunity to actively involve youth, project-based activities that can extend many weeks and are not constrained by school-day class schedules, and the use of the surrounding community as a resource and a place to carry out activities. This type of programming is, by design, driven in large part by the students, and as some of the observational instruments reflect, it is inherently hard to codify and sequence this approach.

Some practitioners have approached after-school program improvement by trying to improve the curriculum materials. For example, the U.S. Department of Education via the Institute for Education Sciences has funded two studies testing the effects of using after-school adaptations of mathematics and reading curricula that are effective in the regular school day. Durlak and Weissberg’s (2007) findings on sequenced curricula support the wisdom of this approach. We undoubtedly need good work on the effects of after-school curricula, but I am not sanguine that curriculum and curricula-specific training alone will produce the desired positive effects, especially if the curriculum is sequential and that sequence is fixed. Such an approach runs counter to after-school programming that takes advantage of the strengths of an out-of-school setting, and it fails to acknowledge that many youth have sporadic attendance.

Another approach to program improvement is to focus directly on staff/youth interaction through on-site staff development. Many provider networks and organizations are trying this approach. The work often takes the form of ongoing coaching for the line-staff, perhaps using one of the observational instruments for feedback or as a means of self-assessment. Again, the nature of the after-school workforce poses challenges. Most programs have some permanent, relatively senior staff who can be trained and deployed as coaches. However, the nature and turnover of line-staff means at minimum that such coaching will need to be continuous to maintain any improvements. The William T. Grant Foundation is supporting ongoing experimental tests of this form of staff development, though the results from the first study are a few years away.

Implications for Policy, Practice, and Research

The after-school field now has strong research reviews showing what many in the field have argued; these programs can have an important impact on academic and other policy-relevant youth outcomes. The research also shows that many programs do not make a greater difference than other services in the community, and

… learning how to intervene effectively to improve programs is now the primary issue facing the field.
there is good reason to believe that many of the more conventional programs are not going to impact academic, social, or behavioral outcomes.

Research and practitioner views on how to improve programs are less conclusive, though they offer useful direction. Programs should be intentional about what they want to achieve, get youth actively involved, and, if improving academic performance is a program goal, have a component of the programming that is explicitly academic. Furthermore, it is unlikely that programs will improve if they do not commit to an on-site staff development strategy that supports continuous improvement of the line-staff. Learning how to do this well and at scale is a priority for the field. Research needs to provide reliable answers to many basic questions: What type of funder accountability and monitoring supports continuous improvement? How much of the ongoing staff development needs to be delivered on-site, while staff are working with youth? What training do coaches need, and how prescriptive should the coaching model be?

The literature is much less clear on the details of programming. Should programs integrate all learning within larger projects or does specific time need to be devoted to certain skills? Should programs specialize in particular content to attract and motivate youth or can such motivation be built into more generic programs? How can programs capitalize on the heterogeneity of the student participants? How much should programs explicitly include mentoring? Tutoring?

As practitioners and researchers collaborate on questions such as these, policy should be aligned with the best information currently available. If a funding stream has improved academic performance as a goal, I think it is appropriate for policymakers to expect that after-school programs supported by those funds deliver on that goal. However, policymakers should encourage the sort of student-centered, active, project-based learning that plays to the comparative strengths of the after-school hours. Policymakers should also encourage an ongoing focus on program practices at the point where youth are served, coupled with the on-site staff development that is becoming more common. Such a policy approach complements a focus on individual-level outcomes with a simultaneous emphasis on the program practices that are linked to improvements in those outcomes.

In the next few years, most observers agree that healthcare and social security reform will dominate the domestic policy agenda and discretionary domestic spending. This is likely to increase the pressure on all other domestic services to be as effective and efficient as possible. Now is the right time to work on the unanswered questions regarding how to create and sustain high-quality after-school programs.
The following instruments are included in *Measuring Youth Program Quality: A Guide to Program Quality Assessment Tools*.

- Assessing Afterschool Program Practices Tool (APT)
  National Institute on Out-of-School Time

- Out-of-School Time Observation Tool (OST)
  Policy Studies Associates, Inc.

- Program Observation Tool (POT)
  National Afterschool Association

- Program Quality Observation (PQO)
  Deborah Lowe Vandell and Kim Pierce

- Program Quality Self-Assessment Tool (QSA)
  New York State Afterschool Network

- Promising Practices Rating Scale (PPRS)
  Wisconsin Center for Education Research & Policy Studies Associates, Inc.

- Quality Assurance System (QAS)
  Foundations Inc.

- School-Age Care Environment Rating Scale (SACERS)
  Frank Porter Graham Child Development Institute & Concordia University, Montreal

- Youth Program Quality Assessment (YPQA)
  High/Scope Educational Research Foundation

---

Footnotes

1 Out-of-school time (OST) refers to all periods of the day and year other than the school day. Thus, OST programs may occur on Saturdays and during the summer in addition to after-school. After-school is a subset of OST, and generally refers to programs operating between 3:00 and 6:00 p.m. on days when school is in session.

2 In addition to having substantively different inclusion criteria, the three meta-analyses differed in the willingness to mix together experimental and quasi-experimental studies. There is some disagreement in the meta-analysis field about this issue when one wants to assess the effects of social policies and programs. There is a growing body of literature showing that it is not possible to replicate the impact findings from a particular experimental study with quasi-experimental methods (Agodini & Dynarski, 2001; Bloom, Michalopoulos, Hill, & Lei, 2002; Glazerman, Levy, & Myers, 2003). This work raises serious concerns about the reliability of findings in any single quasi-experimental study. This concern led Zief and Lauver (2006) to include only well-implemented randomized trials, and they only found five studies that met this and their other criteria. Other reviewers argue that it is appropriate to include quasi- and fully experimental studies in the review of a group of studies, under the assumption that the lack of reliability of any one study (experimental or quasi-experimental) is averaged out by including many. Such reviewers then typically test to see if the main findings differ for the experimental and quasi-experimental subsets. Lauer et al. (2006) and Durlak and Weissberg (2007) took this approach. Lauer et al. found that program study “quality,” a rating that included factors in addition to the study’s design, predicted effects. Higher quality studies tended to show more positive results. Durlak and Weissberg did not find that research design predicted their findings.

3 Meta-analysts need to have the results from different studies and different outcome measures in a common form. They do this by converting results into an “effect size.” This is usually the difference between the mean outcome for a program group and a control group, divided by the pooled standard deviation of those scores. A positive value means the program group outperformed the control group. When a study includes several different measures of an outcome, such as assessing student grades through teacher surveys and transcript data, meta-analysts compute an effect size for each measure and then average those effect sizes to get an average effect for the outcome. They then compute the average of those estimates across all the studies that measured the outcome to synthesize the findings from the different studies. The conventions of the field were established in the early 1980s and are evolving as reviewers confront new issues. The three meta-analyses discussed in this article used similar procedures.

4 In these analyses, a moderator is a feature of the program, its participants, or the circumstances at baseline that predicts the impact findings. For example, “grade level” would be a moderator if a program showed effects for early elementary age students but not for older elementary students and the difference between impacts for the two groups was statistically significant. Such features do not necessarily cause effects to differ, they predict the variation that is found.

5 Durlak and Weissberg (2007) coded a program as SAFE if the answers were positive to the following four questions: (1) Does the program use a sequenced set of activities to achieve its objectives relative to skill development? (Sequenced); (2) Does the program use active forms of learning to help youth learn new skills? (Active); (3) Does the program have at least one component focused on personal or social skills? (Focused); and (4) Does the program target specific personal or social skills? (Explicit).
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